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Why This Session

* | often get questions like this

— We recently upgraded from single instance to
RAC, and performance went south. Why?
— We see a lot of GC related waits. Why?

— We are debating if we should go to a 10Gbps
Interface for interconnect
— But most of all:
* What should | do next?
* What do these GC related waits mean?
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What You Will Get

* Real Life Advice
— Understand the GC wait events
— Formulate a Plan of Attack
— Design Tips
« What works, and what does not
« Separate the hype from fact
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RAC -vs- Single Instance

e Are these statements correct?

1. Assuming a fast interconnect, a 2-node 4 CPUs
each RAC DB will perform at the same level as a
single instance on 8 CPU.

2. Since cache fusion is now write-write, there is
substantially less I/O and hence a super-fast
interconnect more important than a fast 10
subsystem.
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Cache Issues

» Two Caches, requires synchronization
» Synchronization; not replication

* What that means:

— A changed buffer in one instance, only when
requested by another, may be sent across via a
“bridge”

— This bridge is the Interconnect

» Buffers should be sent only after some lock
operation
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Start with AWR

Top 5 Timed Events
[ Evont | Wats | Time(s) | Percont Total 0B Time | WoitCloss |

db file zequential read 3,754,273 30,966 TOEY User /D

CPUtime §,320 16488

b filebaralle] read 54 468 1,456 332 User 10
1,470,759 o34 225 [Cluster

=izt gan Eszion 79,807 436 111 Uszer WO
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RAC related Stats

RAC Statistics
[ Bogn |t |
2 2

Mumber of Instances:
Global Cache Load Profile

Global Cache blocks received: 29367 1118
Global Cache blocks served 27181 10.35
GCSIGES messayes received 265512 10147
GCSIGES messages sent: 251561 93.86
DEVYR Fusion writes: 11.10 0.42

Global Cache Efficiency Percentages (Target local+remote 100%)

Bufter access - local cache % 95.58
Bufter access - remote cache %: 073
Buffer access - disk %: 338
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RAC Stats contd.

Global Cache and Enqueue Services - Workload Characteristics

Avig global engueue get time (ns): 0.3
Avyg global cache cr block receive time (ms): 14
Sy global cache curvert block receive time (ms) 1.3
Avig global cache o black build time (ms): 0.0
Avy global cache o block send time (ms): [N}
Zlobal cache log flushes for o blocks served %: 145
Avyg global cache cr block flush time (ms): 36
Ay global cache current block pin time (ms); oo
Avig global cache current block send time (ms): a1
Global cache log flushes for current blocks served % [N}
Avig global cache current block flush time (ms): 57

Global Cache and Enqueue Services - Messaging Statistics

Avyg message sent gueus time (ms) [N}
Ay message sent gueus time on ksxp (ms): 0&
Avig message received gueue time (ms): 0.0
Avyg GCS message process time (ms) 0.0
Ay GES message process time (ms): oo
% of direct sert messages: 45.35
% of indirect sent messages: 49.81
P of flove controlled messages: 1.81 9

COL dhr file sequential read 3754273 30,966 g 3972

R e )

b file parallel read 54,465 [n] 1,456 23 0.65

“ oC or grant 2-way 1,470,759 B25 954 1 1556

read by other session 79,807 30,142 436 151 0.54

dk file parallel write: 216,065 o 433 2 229

‘ oc buffer busy &7 058 29,052 410 5 naz

eng. US - contertion 1,280,652 prac) 9z [u] 13.55

‘ oo current block Z-weany 432,631 et =1 =0 1 4 .55

RF= dizpatch 8,192 o 376 46 o.o9

‘ RFS write 3,190 a] 376 45 0.09

oz CF Block 2-wway 392,745 325 345G 1 416

oo current grant 2owesy 418,405 353 334 1 443

db file scattered read 49,224 o 302 B 052

log file svnc 55,247 143 274 ] 0.90

SEL*Met more data from clisnt 59,137 [n] 222 3 .73

log file sequential read 3,199 [n] 205 25 o.09

Iog file parallel write 179,193 o 203 1 1.890

PX Deq Credit: send bilkd 9,213 a5 129 14 a10

‘ oo ot multi block recquest 261,317 5 125 a 277

DF= lock handle 245,617 (=] a0 [a] z.60

‘ oo cr block busy 15,005 39 78 5 016

control file sequertial read 61,821 o 57 1 0BsS

control file parallel write 27,595 o = 2 0.0

latch: KCL ac element parent latch 2,680 223 29 11 .03

endg: TH - index contention 2,057 23 25 14 o.0z

‘ Oc current grant busy 39,048 102 27 1 041

latch: cache buffers chains 2,456 2 4686 20 =] a.o3

rowe cachie ook 12,780 (=) 19 2 14

‘ oo current block busy 1,137 5 14 1z oo

LSS INCUIFy response 19,650 T3 13 1 021

‘ oc cr grant congested 1,614 1 13 s ooz
latch: cache buffers Iru chain 1,275 o 10 =] oo O

CGE weait for IPC msg 457,055 451 916 10 [u] 4.94

‘ gos log flush sync 7,317 1 10 1 0.05
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B gc buffer busy
[ gc current multi block request
B gc current grant 2-way
B gccorblock busy
] ge current block congested
B gc current retry
] geergrant 2-way
B gcerblock congested
) goormulti block request
LB g crfailure
& [0 gccrgrant congested

- B gc current block 2-way
5] 8 10 12 PM 2 4 [ g current grant busy
B gc current grant congested

Top 5 Timed Events

b file sequential read 4137 096 20,323 24 47 Uszer 0
gc domain validation 16,456 30,754 14 97 Cluster
gc buffer busy 148 267 28707 12.99 |Cluster
gc cr failure 18,799 22914 1114 |Cluster
CPU time 17,609 §.56
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Buffer Transfer Time

e The time is a sum of time for:
— Finding the block in the cache
— Ildentifying the master
— Get the block in the interconnect
— Transfer speed of the interconnect
— Latency of the interconnect }nterconnect
— Receive the block by the remote instance c

— Create the consistent image for the user E

cCTO

12




COLLABORATE (¢ (10UG)

Hard Lessons

* In RAC, problem symptoms may not indicate
the correct problem!
« Example:

— When the CPU is too busy to receive or send
packets via UDP, the packets fails and the
Clusterware thinks the node is down and evicts it.

13
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gc current|cr grant 2-way

gc current grant 2-way
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Instance 2

Instance 1
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gc current|cr block 2-way

gc current block 2-way log file sync

ym

Instance 2

Instance 1
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gc current block 3-way

Instance 1
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Other GC Block Waits

e gc current/cr block lost
— Lost blocks due to Interconnect or CPU
e gc curent/cr block busy

— The consistent read request was delayed, most
likely an 1/0O bottleneck

e gc current/cr block congested

— Long run queues and/or paging due to memory
deficiency.

17
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So it all boils down to:

e Block Access Cost

— more blocks -> more the time

— Parallel Query
* Lock Management Cost

— More coordination -> more time

— Implicit Cache Checks — Sequence Numbers
 Interconnect Cost

— Latency

— Speed

— more data to transfer -> more the time

18
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Interconnect Performance

 Interconnect should provide:
— High throughput (very high is not needed)
— Low latency
— Reliable transport (low dropped packets)
 Interconnect must be on a private LAN
» Port aggregation to increase throughput
— e.g. APA on HPUX, MultiNIC on Linux

* If using Gigabit over Ethernet, Jumbo Frames
recommended

19
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Reducing Latency

» A factor of technology

TCP is the most latent

UDP is better (over Ethernet)

» Proprietary protocols are usually better
— HyperFabric by HP

— Reliable Datagram (RDP)

— Direct Memory Channel

Infiniband

— UDP over Infiniband

— RDP over Infiniband

20
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Checking Interconnect Used

* Identify the interconnect used

$ oifcfg getif
lan9o2 172.17.1.0 global cluster interconnect

lan901 10.28.188.0 global public

* Is 1an902 the bonded interface? If not, then
set it
$ oifcfg setif ..

21
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Buffer Busy
« Cause
— Instance wants to bring something from disk to
the buffer cache
1. Delay, due to space not available
2. Delay, b’coz the source buffer is not ready
3. Delay, I/O is slow
4. Delay, b’coz redo log is being flushed
* Insummary
— Log buffer flush could lead to gc buffer busy
22
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Parallel Query

* One major issue in RAC is parallel query that
goes across many nodes

Via
Interconnect

siavel (siave [ ) siave | Slve
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Restricting PQ

» Define Instance Groups
Specify in init.ora
prodbi.instance groups='pggroupl’
prodb2.instance_groups="pqgroup2’
prodbi.parallel instance_group='pqggroupl’
prodb2.parallel instance_group="'pqgroup2’

» Specify Instance Groups in Session
SOL> alter session set parallel instance_group
= 'pggroupl’;

24
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Forcing PQ on both Nodes

» Define a common Instance Group
prodbi.instance groups='pqggroupl', 'pg2nodes’
prodb2.instance_groups='pqggroup2', 'pg2nodes‘

» Specify Instance Groups in Session

SOL> alter session set parallel instance_group
= 'pg2nodes’;

* In 11gR2, a parameter restricts it
parallel force local = true

25
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Vital Cache Fusion Views

e gv$cache transfer: Monitor blocks
transferred by object

e gv$class cache transfer: Monitor block
transfer by class

e gv$file cache transfer: Monitor the blocks
transferred per file

e gv$temp cache transfer: Monitor the
transfer of temporary tablespace blocks

26
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“Hot” Tables

e Tables, e.g. Rate Plans

— Small

— Compact blocks

— High updates and high reads
e Symptoms

— gc buffer busy waits
 Solution

— Less rows per block

— High PCTFREE, INITRANS,

— ALTER TABLE ... MINIMIZE
RECORDS_PER_BLOCK

27
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Hot Sequences

e Symptoms:
— High waits on Sequence Number latch
— High waits on SEQ$ table
» Solution:
— Increase the cache
— Make it NOORDER

» Especially AUDSESSS$ sequence in SYS,
used in Auditing

28




COLLABORATE ¢ (I0UG)

Read Only? Say So.

» Reading table data from other instances
create “gc *” contentions
» Suggestion:
— Move Read Only tables to a single tablespace
— Make this tablespace Read Only
SQL> alter tablespace ROD read only;
— In 11g, this is somewhat alleviated

29
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Partitioning

 Partitioning creates several segments for the
same table (or index)
— => more resources
— => |ess contention

30
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Monotonically Increasing Index

* Problem:
— “Reservation ID”, a sequence generated key
— Index is heavy on one side
e Symptoms
— Buffer busy waits
— Index block spilts
 Solutions:
— Reverse key indexes

— Hash partitioned index (even if the table is not
partitioned) 10gR2

31
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Library Cache

* In RAC, Library Cache is global
* So, parsing cost is worse than non-RAC
 Solutions:

— Reduce parsing

— Minimize table alters, drops, creates, truncates

— Use PL/SQL stored programs, not unnamed
blocks

32
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Invalid Procedures

* When packages get invalidated, they are
recompiled — causing library cache lock

« And huge invalidations cause massive library
cache contentions

33
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B gc buffer busy

O ge current multi block request
B go current grant 2-way

M gcerblock busy

] ge current block congested
B gc current retry

] gecrgrant 2-way

B ge crblock congested

) gecrmulti block request
L gcocrfailure

o I gcorgrant congested

B gc current block 2-way

& 8 10 12 PM 2 4 O gccurrent grant busy

B gc current grant congested

Top 5 Timed Events

db file sequential read 4,137 096 50,323 24 47 Uszer 10
gc domain valication 16,456 30,754 14 97 |Cluster
oo buffer busy 148 267 26,707 12.99 Cluster
gc cr failure 18,799 22914 1114 |Cluster
CPU time 17,609 §.56

34
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Diagnosis
e ifconfig -a shows no congestion or dropped

packets
Top shows 1% idle time on node 2

Top processes
— LMS and LMD

And, several Netbackup processes

35
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Further Diagnosis

¢ SQL:
select * from v$instance_cache_transfer
where class = 'data block'
and instance = 1;
¢ Output:
INSTANCE CLASS CR_BLOCK CR_BUSY

1 data block 162478682 5097149
477721 347917908 2950144 16320267
* After sometime:
INSTANCE CLASS CR_BLOCK CR_BUSY

1 data block 162480580 5097185
477722 347923719 2950376 16320269 36

18
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» Diagnosis:
— CPU starvation by LMS/D processes caused the
GC waits.
 Solution:
— Killed the Netbackup processes
— LMD and LMS got the CPU

37
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Increasing Interconnect Speed

» Faster Hardware

— Gigabit Ethernet; not Fast

— Infiniband, even if IP over IB
* NIC settings

— Duplex Mode

— Highest Top Bit Rate (not Auto-negotiate)
e TCP Settings

— Flow Control Settings

— Network Interrupts for CPU

— Socket Receive Buffer
* LAN Planning

— Private LANs

— Collision Domains

38
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Hung or Slow?

e Check V$SESSION for WAIT TIME
— If 0, then it’'s not waiting; it's hung
* When hung:
— Take a systemstate dump from all nodes
— Wait some time
— Take another systemstate dump

— Check change in values. If unchanged, then
system is hung

39
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Chart a Plan

* Rule out the obvious
» Start with AWR Report
« Start with Top-5 Waits

» See if they have any significant waits
— ... especially RAC related

* Go on to RAC Statistics
» Base your solution based on the wait event

40
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Rule out the obvious

Is interconnect private?

Is interconnect on UDP?

Do you see high CPU?

Do you see a lot of 10 bottleneck?
How about memory?

Are the apps spread over evenly?
Do you see lost blocks?

(IOUG)
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In summary: Planning

Adequate CPU, Network, Memory
Sequences — cache, noorder
Tablespaces read only

Un-compact small hot tables

Keep undo and redo on fastest disks
Avoid full table scans of large tables
Avoid DDLs and unnamed PL/SQL blocks

(IOUG)

42
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In summary: Diagnosis

« Start with AWR
* Identify symptoms and assign causes

» Don’t get fooled by “gc” waits considering
them as interconnect issues

* Find the correlation between “dropped”
packets in network, CPU issues from sar and
“gc buffer lost” in sysstat reports.

43
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Thank Y oul!

Please fill out the evaluation
form.

Session 317
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